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ABSTRACT: 
Our contribution relates to the implementation of a DataMart, finally to carry out a study on the influence of the prenatal factors 
which contribute to the birth of the children, We took the case of the maternity of the Saint Joseph Hospital (during 2011, 2012) 
on the basis of prenatal consultation and other vital factors as well as the birth conditions of the children. We started by collecting 
the data in the different registers and building a data source in Excel. Then, we created our operational database in Access, and 
then build our mini data warehouse, based on the results of the data. We used extraction and data mining software which is SPAD 
to highlight the parameter which influences the weight of children at birth for example and other variables. 
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INTRODUCTION:  
Decision-making is a key problem that preoccupies business 
managers. This decision-making involves modeling the various 
problems they encounter in management, hence the need for a 
model based on the decision tree. The mini data warehouse / 
datamart being a centralized and universal vision of all the 
information of the company. It is a structure which aims, unlike 
databases, to gather company data for analytical purposes and 
to help the manager in strategic decision-making. A strategic 
decision is an action taken by business decision makers who 
aim to improve, quantitatively or qualitatively, the performance 
of the company. A problem of knowledge extraction consists in 
extracting knowledge from a data warehouse or from another 
data source using the techniques of Datamining (decision tree, 
Bayesian networks, neural networks, etc.) by applying them 
through software such as SPAD, XSLT or other data analysis. 
2. METHODOLOGY: 
Construction of datamart / Mini data warehouse 
We have modeled the operational database with the MERISE 
method which is considered as our data source which will feed 
our datamart. After preliminary analysis, we have released the 
following tables for the logical model of our operational 
database, the construction of the latter also goes through these 
different stages according to Raph Kimball. 
Step 1: Define the process to analyze 
The procedure or function refers to the subject of our mini data 
warehouse, We determine the business process of Saint Joseph 
Hospital concerned by our studies for our case, the process is 
the results of report on the deliveries of women at hospital. 
Step 2: Determine the level of granularity of the data 
Choosing the grain means deciding exactly what a record in a 
fact table represents. For example, the birthing entity represents 
the facts relating to each birthing and becomes the fact table of 
the star diagram of childbirths. Therefore, the grain of the 
childbirth fact table is a childbirth performed in the maternity 
ward. After choosing the grain of the fact table, we will begin 
to identify the dimensions of the fact table. By way of 
illustration, the entities sheet and obstetric history will serve as 
references to the data concerning deliveries and will become 
the tables of dimensions of the star diagram of deliveries. We 
also add Time as the main dimension; because it is always 
present in the star diagram based on whatever all the events 
take place in a very specific period. 
Step 3: choose the dimensions 

The dimensions determining the context in which we can ask 
questions about the facts established in the fact table. A well-
constructed set of dimensions makes the mini data warehouse 
understandable and simplifies its use. 
We identify the dimensions with sufficient detail, to describe 
things such as childbirth and properties with correct 
granularity. 
For example, any person of the SHEET dimension is described 
by the attributes NF, NOMPOSTNOM, AGE, CIVIL 
STATUS, NATIONALITY, ADDRESS, LEVELS OF 
STUDY; the ANTOBSTETRI dimension is described by the 
following attributes: na, GRAVIDA, PARITY, ABORTION, 
DEATH; the TIME dimension is described by the following 
attributes TIME, DAYS, MONTHS AND YEAR. 
Step 4: identify the metrics (facts): In our case, the fact is 
DELIVERY, the metrics are the digital data PROVENANCE 
(CPN), ETATSER, WEIGHT, AP GAR. Metrics are 
measurable and computable entities for statistical and 
numerical purposes. 
3. RESULT: 
Datamart: In summary, we can synthesize our decision system 
as such. Given that we are building a datamart we wish to stop 
at this stage, to explain, justified our case studies. 

 
 
 
Figure 1: Star diagram of the Datamart. 
5. Datamining module 
To carry out our data mining module with the SPAD data 
analysis software, to facilitate our interpretation. We imported 
from an Excel file the result of an MDX query (SQL query on 
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the Multidimensional database) on our DataMart from there, 
we imported this data to SPAD to make the ACP, the 
complexity of these SPAD software and that it brings together 
a range of algorithms for analysis and data processing 
integrated within it. This table brings together the synthetic 
data obtained after our MDX query on the Datamart. 

 
Figure  2. Synthetic table of Data representation 
Description of age groups by interval: 
Age range 1: from 19 to 21 years old, Age range 2: from 21 to 
2 3 years old, Age range 3: from 23 to 25 years old, Age range 
4: from 25 to 27 years old, Range Age 5: 27-29, Age 6: 29-31, 
Age 7: 31-33, Age 8: 33-35, Age 9: from 35 to 37 years old, 
Age range 10: from 37 to over. 
We will present the results of our analyzes carried out with the 
SPAD software on the data of deliveries. Table of Clean 
Values and Contribution of Axes. 
BINARY CORRESPONDENCE ANALYSIS: 
OWN VALUES 
OVERVIEW OF CALCULATION ACCURACY: TRACE BEFORE 
DIAGONALIZATION .. 0.0397 
                                     SUM OF OWN VALUES .... 0.0397 
HISTOGRAM OF THE FIRST 4 OWN VALUES 
+ -------- + ------------ + ---------- + ---------- + ----- ----------------------------------
------------------------ --------------------------- + 
| NUMBER | VALUE | PERCENT. | PERCENT. | | 
| | OWN | | CUMULATIVE | | 
+ -------- + ------------ + ---------- + ---------- + ----- ----------------------------------
------------------------ --------------------------- + 
| 1 | 0.0360 | 90.79 | 90.79 | ********************************** | 
| 2 | 0.0035 | 8.73 | 99.52 | ******** | 
| 3 | 0.0002 | 0.47 | 100.00 | * | 
| 4 | 0.0000 | 0.00 | 100.00 | * | 
+ -------- + ------------ + ---------- + ---------- + ----- ----------------------------------
------------------------ --------------------------- + 
CONTACT DETAILS, FREQUENCY CONTRIBUTIONS ON AXES 1 TO 4 
ACTIVE FREQUENCIES 
+ ------------------------------------------ + ------ ------------------------- + -------------
----------- - + -------------------------- + 
| FREQUENCIES | CONTACT DETAILS | CONTRIBUTIONS | COSINUS 
SQUARES | 
| ------------------------------------------ + ------ ------------------------- + --------------
---------- - + -------------------------- | 
| IDEN - LIBELLE COURT P.REL DISTO | 1 2 3 4 0 | 1 2 3 4 0 | 1 2 3 4 0 | 
+ ------------------------------------------ + ------ ------------------------- + -------------
----------- - + -------------------------- + 
| CPN - provenance CPN 2.90 0.26 | -0.47 0.19 -0.06 0.00 0.00 | 18.0 31.1 48.0 
0.0 0.0 | 0.85 0.14 0.01 0.00 0.00 | 
| GEST - gestation of the m 0.07 0.01 | 0.05 -0.03 0.01 -0.05 0.00 | 0.0 0.0 0.0 
99.9 0.0 | 0.41 0.14 0.01 0.44 0.00 | 
| PAR - mother's parity 5.83 0.43 | -0.64 -0.12 0.01 0.00 0.00 | 66.6 25.1 2.4 0.0 
0.0 | 0.96 0.03 0.00 0.00 0.00 | 
| AVOR - the number of times before 1.02 0.36 | -0.45 0.38 0.10 0.00 0.00 | 5.8 
43.6 49.6 0.0 0.0 | 0.57 0.41 0.03 0.00 0.00 | 
| WEIGHT - the child's weight 90.17 0.00 | 0.06 0.00 0.00 0.00 0.00 0.00 | 9.6 
0.2 0.0 0.1 0.0 | 1.00 0.00 0.00 0.00 0.00 0.00 | 
+ ------------------------------------------ + ------ ------------------------- + -------------
----------- - + -------------------------- + 
 
CONTACT DETAILS, CONTRIBUTIONS AND COSINUS SQUARES OF 
INDIVIDUALS 
AXES 1 TO 4 
+ --------------------------------------- + --------- ---------------------- + ----------------
---------- + -------------------------- + 
| INDIVIDUALS | CONTACT DETAILS | CONTRIBUTIONS | COSINUS 
SQUARES | 
| --------------------------------------- + --------- ---------------------- + -----------------
--------- + -------------------------- | 
| IDENTIFIER P.REL DISTO | 1 2 3 4 0 | 1 2 3 4 0 | 1 2 3 4 0 | 

+ --------------------------------------- + --------- ---------------------- + ----------------
---------- + -------------------------- + 
| Tr1 9.53 0.03 | 0.16 0.08 0.01 0.00 0.00 | 6.8 16.1 10.8 8.0 0.0 | 0.81 0.18 0.01 
0.00 0.00 | 
| Tr2 9.94 0.02 | 0.05 0.12 -0.02 0.00 0.00 | 0.6 40.5 17.0 12.7 0.0 | 0.13 0.85 
0.02 0.00 0.00 | 
| Tr3 9.47 0.04 | 0.21 0.01 0.01 0.00 0.00 | 11.4 0.3 6.5 5.3 0.0 | 0.99 0.00 0.00 
0.00 0.00 0.00 | 
| Tr4 10.17 0.01 | -0.12 0.03 -0.01 0.00 0.00 | 3.8 3.4 3.2 6.9 0.0 | 0.92 0.08 
0.00 0.00 0.00 | 
| Tr5 9.31 0.02 | 0.13 -0.04 -0.01 0.00 0.00 | 4.6 4.2 8.7 6.7 0.0 | 0.91 0.08 0.01 
0.00 0.00 | 
| Tr6 11.65 0.18 | -0.43 0.01 0.01 0.00 0.00 | 59.4 0.4 4.1 1.7 0.0 | 1.00 0.00 
0.00 0.00 0.00 0.00 | 
| Tr7 9.06 0.03 | 0.16 -0.04 0.02 0.00 0.00 | 6.6 3.5 27.0 5.5 0.0 | 0.93 0.05 0.02 
0.00 0.00 | 
| Tr8 10.02 0.00 | 0.01 -0.04 0.00 0.00 0.00 | 0.0 5.1 0.8 8.2 0.0 | 0.07 0.92 0.01 
0.00 0.00 | 
| Tr9 10.51 0.02 | -0.13 -0.05 0.01 0.00 0.00 | 5.1 8.1 1.8 55.6 0.0 | 0.87 0.13 
0.00 0.00 0.00 | 
| Tr10 10.34 0.01 | 0.07 -0.08 -0.02 0.00 0.00 | 1.6 18.4 20.0 3.5 0.0 | 0.45 0.51 
0.03 0.00 0.00 | 
+ --------------------------------------- + --------- ---------------------- + ----------------
---------- + -------------------------- + 
C.2. Decision tree (dedogram) 

 
Figure 3. Dendrogram obtained after analysis with SPAD 
C.3. Graphic 

 
Figure 4. Variables grouping graph and contribution 
6. Discussions on the results: 
- Interpretation of results and discussion 
Determination of axes 
For the variables we take a 25% threshold: 
We can say that for axis 1: The parity of the mother has 
contributed 66% to the creation of axis 1 it is of negative 
coordinates, for axis 2: The parity of the mother has 
contributed 25% when axis 2 was created, it has negative 
coordinates, which means that the number of times that the 
mother to give birth contributed 43.6% to the creation of axis 
2, it has positive coordinates, prenatal consultation contributed 
31.1% to the creation of axis 2, it has negative coordinates. 
For axis 3: The prenatal consultation contributed 48% to the 
creation of axis 3 it has positive coordinates, the number of 
times that the mother gave birth contributed 49.6% to the 
creation of axis 3 is of positive coordinate. 
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For axis 4: Lagestite contributed 99% to the creation of axis 3 
and has negative coordinates. 
for individuals (10%) 
For axis 1: Age group 3 contributed 11.4% to the creation of 
axis 1, it has positive coordinates and Age group 6 contributed 
59.4% to the creation of axis1 it has negative coordinates. 
For axis 2: Age group 1 contributed 16.1% to the creation of 
axis 2, it has positive coordinates and Age group 2 contributed 
40.5% to the creation of axis 2 it has positive coordinates then, 
age group 10 contributed 18.4% to the creation of axis 2 it has 
negative coordinates 
For axis 3: Age group 1 contributed 10.8% to the creation of 
axis 3 it has positive coordinates, age group 2 contributed 17% 
to the creation of axis 3 it has negative coordinates, age group 
7 contributed 27% to the creation of axis 3 it has positive 
coordinates and age group 10 contributed 20% to the creation 
of axis 3 it has negative coordinates. 
For axis 4: Age group 2 contributed 12.7% to the creation of 
axis 4, it has negative coordinates and age group 9 contributed 
55.6% to the creation of axis 4 has positive coordinates. 
Interpretation: 
The age group going from 29 to 31 is associated with the parity 
of the mother or we can still say that the parity explains this 
age group better and the age group going from 29 to 31 is the 
age group whose women have given birth a lot, the age group 
10 is associated with the ANC, so we can say that the majority 
of this woman has the ANC. 
In this section 2, the age that mothers have aborted a lot. 
We can still say in the age range from 21 to 23 years; young 
girls are often pressured into abortion. 
In this section 7, the age when the majority of mothers have not 
followed the ANC. Most of these women believe they are 
already adults and neglect the ANC. 
In this age group 9, this is the age group that the majority of 
women have already given birth to more than once. 
4. CONCLUSION 
Here we are at the end of our contribution, which focused on 
the extraction of knowledge from a DataMart using the 
decision tree, application to Medical data. In our work, we first 
spoke of the decision-making system which is presented as the 
set of processes which makes it possible to collect, integrate, 
model and present data. We also talked about the data 
warehouses which constitute the heart of the decision-making 
system playing a referential role for the company since it 
makes it possible to federate data often scattered in the 
different data sources. Finally with the notion of data mining 
allows for in-depth research on warehouse data with a decision 
tree for extracting knowledge. We performed the datamart with 
SQL Server 2008 with a decision tree model to allow us to 

make a decision on our data. From the above, we are convinced 
that all of the concerns respond to the problematic of our work. 
Our contribution was to carry out a DataMart on deliveries and 
from this; we were able to build a decision tree which we 
interpreted at the end. 
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